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Abstract
Typically ignored in evolutionary biology is the perfectly legitimate 
scientific question: “Mutations of WHAT?” What exactly is being altered? 
What programmed the initial genome? Are all polymorphisms pointless, 
or are some prescribed? The object acted upon by mutations was already 
programming and cybernetically executing extraordinary computational 
biofunction. Otherwise, no organism, let alone the fittest, would be alive to 
differentially survive and reproduce. What orchestrated the first symphony 
of homeostatic protometabolism far from equilibrium in a naturalistic, 
inanimate, prebiotic environment? Whatever this something is that is so 
subject to mutation even uses various superimposed, multi-dimensional 
sign/symbol systems to represent and process its semiotic commands. 
Shannon’s measure of Uncertainty is far from Szostak’s “functional 
information,” [1,2] and even further from Abel’s more refined “Prescriptive 
Information (PI)” [3-5]. We settle for measuring mere general, nonspecific 
statistical possibility in large phase spaces. We fail to appreciate that 
irreversible nonequilibrium thermodynamics lacks utilitarian direction, 
purpose, and efficaciousness. No explanation is provided for specific 
steering, control and the formal organization of life. The mere self-
ordering phenomena of Prigogine does not begin to explain the integration 
of circuits or the formal orchestration of biosystems. What crafted initial 
protometabolic schemes? What was the source of Prescriptive Information 
(PI), recipe, commands and the execution of computational halting? What 
engineered the first subcellular nanocomputers and stunning molecular 
machines at the same time and place as the first programs? If mutations 
are so critical to evolution, why don’t we regard what is being mutated as 
being far more critical?

Keywords: Genetic information; genomic programming; Prescriptive 
Information (PI); Nonrandom mutations; Spontaneous mutations; Mutational 
Drift vs Genetic Drift; Directed polymorphisms; Rapid Adaptation; Population 
Genetics; Selection; Evolution; Prescribed Polymorphic Adaptation (PPA).

Introduction
The object of mutation (what mutations alter) had to have steered and 

controlled events toward biofunction and biosystems prior to alteration  
[6-8]. Some cause had to generate this effect of the integration of circuits 
and orchestration of the symphony of life [9-12]. Science’s responsibility is 
to pursue questions of causation and to elucidate the mechanisms explaining 
“How?” These are not philosophic questions. They are legitimate scientific 
questions. Historical science is greatly limited empirically. But that does not 
absolve us from seeking the elucidation of historical mechanisms of causation. 
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almost always a multistep process wherein the purposeful 
orchestration consists of a sequence of purposeful steps. 
Physical interactions “pursue” nothing, biofunction included. 
Inanimate nature had no interests or goals. Physico-chemical 
reactions “knew” only Chance and Necessity. In an inanimate 
environment, “function” was no better than nonfunction. Could 
sophisticated function have just spontaneously generated? If 
so, why have we never observed such “self-organization” and 
“emergence” since? Not even a simple piece of wire has ever 
“self-organized” or “emerged” from iron ore in the ground 
[18]. A long piece of metal alloy with constant diameter and 
the needed tensile strength and malleability arises only out 
of Choice Causation (CC), not Physicodynamic Causation 
(PC). If that is true of a simple piece of wire, where does that 
leave purely physicalistic models of abiogenesis? Nothing 
is more carefully programmed and engineered than life. No 
nontrivial halting computation has ever been programmed 
randomly. Laws and constraints cannot actively select from 
among real options in pursuit of function, either. Function 
is a formal concept requiring valuation, desire, purposeful 
pursuit and goal. Nontrivial function is not a physicodynamic 
effect. An inanimate environment is blind and indifferent to 
function. We cannot just presuppose pre-biotic preference for 
biofunction over no function in an inanimate cosmos ruled by 
nothing but physicodynamic law and constraint.

All known life is programmed and cybernetically 
processed

The programming commands of living organisms 
are empirically efficacious in prescribing homeostatic 
metabolism. The programming of life, when cybernetically 
processed, executes computational success (halting). Life 
is computed. It is fundamentally nonphysical. It is just 
instantiated into physicality using physical symbol vehicles 
in a formal Material Symbol System [19,20]. This is much the 
same as the game of Scrabble. Physical blocks of wood are 
used to spell abstract words with meanings. The physicality of 
the blocks of wood is not the point. Nucleosides, amino acids, 
lncRNAs, operons, enhancers, transcription factors, enzymes, 
methyl and acetyl groups are like blocks of wood in Scrabble. 
The genome is the immediate source of non-physical formal 
Prescriptive Information (PI) that is just instantiated into 
physicality [21]. PI consists of executable commands needed 
to compute formal function. PI instructs which choices from 
among real options to make, or it provides recordation of 
strings of efficacious choices already made [3]. The genome’s 
computations have already been empirically proven to  
halt (successfully compute), overcoming Turing’s “halting 
problem” that would have been encountered during initial 
programming. This raises the question of how an inanimate 
environment programmed the first gene in a presumed 
protocell. If highly intelligent human programmers cannot 
outsmart Turing’s “ halting problem,” how did inanimate 
nature accomplish it?

The reductionism of life-origin science is extremely 
valuable in trying to define and understand life. Even 
protocellular metabolomics required steering toward 
biofunction and sustaining controls. Instructive and 
efficacious executable commands had to be issued and 
somehow be recorded and called up when needed. They 
had to be heritable. Metabolism-First models of life origin 
immediately suffer because of a lack of heritability. Of major 
interest, therefore, is how some form of The First Gene [13] 
was crafted and how biofunction was first prescribed [14].

The word "gene" was coined by Wilhelm Johannsen in 
1909, He was a Danish botanist. He used the word “gene” 
to describe the Mendelian units of heredity. Its root meant 
to “give birth to” or to “beget.” The term “genome” was 
coined in 1920 by Hans Winkler, also a botanist. The German 
word "Gen" (meaning "gene") and the Greek suffix "-ome" 
(total) were combined to refer to the total set of controlling 
instructions and programming of the halting computations 
that are the essence of life [9,15,16]. Hugo de Vries used 
the term "mutation" to refer to distinct, sudden, heritable 
changes observed in the evening primrose plant, Oenothera 
lamarckiana. It wasn’t until the 1930’s that Thomas Hunt 
Morgan studied fruit fly mutations. This led to the widespread 
acceptance of the modern evolutionary synthesis. Watson and 
Crick refined the specific DNA role in 1953. 

Stencel and Crespi in a paper entitled, “What is a 
genome” [17] employ George C. Williams’ conception of the 
evolutionary genome as: 

“A set of genetic material, in a lineage that, due to common 
interests, tends to favor the same or similar phenotypes.” 

Notice how “genetic material,” as usual, is just 
presupposed rather than explained. “Genetic material” cannot 
be used to define “genome.” The genome does not “favor” 
already-existing phenotypes. The environment does. The 
genome precedes, causes and programs life’s phenotypes. 
All known life is programmed and cybernetically processed. 
This alone produces living phenotypes. 

Critiquing Stencel and Crespi’s definition, abiogenists 
might inquire, “What ‘common interests’ existed in an 
inanimate environment?” Or, from the perspective of a 
prebiotic environment, “What’s a ‘genome’ or a ‘phenotype’? 
What cared?” How could a prebiotic environment have 
“known” the difference? What naturalistic vector of 
instructional progress existed in an inanimate environment, 
prior to evolution (the differential survival and reproduction 
of already-living organisms)? 

Work as defined by physics has nothing to do with 
“usefulness.” Inanimacy had no values or objectives. 
A prebiotic environment knew nothing about function. 
“Utility” is not a physicodynamic attribute; it is an abstract, 
conceptual, nonphysical formalism, the same as mathematics, 
logic theory, language and engineering. To achieve nontrivial 
function requires motive, intent, concept and goal. It is 
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No computational halting—No living phenotypic 
organisms. Life is all about executable commands and the 
processing of those commands by some incredible nano 
equipment. What is the ultimate source of PI in an inanimate 
nature that programmed the first genome?.

Natural selection cannot explain initial 
programming.

Natural selection is always after-the-fact of already-
programmed, already-cybernetically processed, already-
living organisms. Evolution is nothing more than the 
differential survival and reproduction of the fittest already-
living organisms. There is only one reason this simple 
fact is so easily lost from otherwise intelligent scientists’ 
consciousness. The starting philosophic axiom from which 
all traditional scientific reasoning proceeds precludes 
acknowledgement of the obvious. Choice Causation is real. 
Genomically, it preceded and caused all living systems, 
organismic agency, and life itself. Evolution and natural 
selection are irrelevant to abiogenesis science because they 
are both secondary—after-the-fact of already existing life. 
Organisms must already exist to differentially survive and 
reproduce. Organisms do not already exist without executable 
commands and the cybernetic processing of those executable 
commands [15,16]. 

No already-living organism programed itself into 
existence. That is a logical impossibility. Neither do physical 
laws and constraints program anything. Laws and constraints 
cannot make purposeful choices in pursuit of utility. Laws, 
constraints and forces cannot choose between a “1” and a 
“0” with controlling or computational intent. Whenever this 
realization crystalizes in the mind of philosophic naturalists, 
“molecular evolution” comes to the supposed rescue. 
Inanimate molecules are said to have evolved into living 
ones. The already indefinite definition of life is morphed 
into gradualistic concepts of life origin [22-24]. When the 
definition of “life” is blurred, “death” is also blurred to 
make protobiont and protocellular models seem more viable. 
Protocellular metabolomics becomes gradualistic. The 
problem is, way too many processes of life are interrelated 
and interdependent. An all-or-none reality exists at the 
subcellular level [25-32]. Nothing even close to life exists 
that does not manifest the extraordinary interdependence of 
pathways, cycles, feedbacks and biosystems. Holistic systems 
are formally organized and orchestrated entities. 

We are very sloppy in our definitions. Definitions are 
critical to science. Weather and thermodynamic “systems,” 
for example, are not formal systems. They are self-ordered 
states (Prigogine’s “dissipative structures” [33-36]) requiring 
zero active selections. They are not organized. They are 
spontaneously-ordered. Protocellular metabolism, on 
the other hand, required innumerable active selections in 
the programming pursuit of biofunctional computations. 

Spontaneous mutations alter what they are mutating, almost 
always for the worse. Spontaneous mutations themselves 
cannot explain initial highly efficacious programming 
[15,16,37-39]. More than anything else, the answer to the 
question posed by this paper centers on efficacious active 
selections and executable commands that must be made 
prior to the realization of computational halting (integrated 
biofunction). This is something that so-called “natural” 
forces, laws and constraints cannot do. This is the point of 
failure of “molecular evolution” theory. Active selections in 
pursuit of utility would have been needed prior to function 
[39]. Active selections would have been needed at the 
genomic level, not just the secondary, passive, after-the-fact 
of living organism selections [39]. Mutations don’t create 
what they are mutating. Spontaneous purposeless mutations 
don’t program anything.

Spontaneous “Mutational Drift” vs. “Genetic 
Drift:

 “Mutational Drift” is very different from “Genetic Drift.” 
Genetic Drift is related to a species’ general population and 
is the product of scientists’ sampling methods. Mutational 
Drift, on the other hand, accumulates within an individual 
cell line’s spontaneous mutation history. The effect of 
Mutational Drift is an increase in genomic randomness and 
a decrease in genomic Prescriptive Information from the 
equivalent of “typographical errors” and 2nd Law biochemical 
degradations. This is why spontaneous mutations have such 
an extremely low “beneficial” rate. Why would we expect 
anything different?.  Genetic drift addresses organismal 
population genetic variability within a species. The frequency 
of alleles can change in a population of organisms as a result 
of random sampling of that population. Genetic drift is not 
caused by specific mutations or natural selection. Allelic 
frequency varies according to sampling differences. They are 
not caused by or even related to fitness or adaptation. Genetic 
drift is most affected by sampling within small populations. 
Within a population, some genes can be passed on to the 
next generation without genomic programming intent, and 
others are not. Drought or an unusually cold winter, for 
example, can wipe out a large portion of a certain species’ 
population. Sampling the surviving smaller population may 
give considerably different allelic frequencies from sampling 
of the original population. Some alleles can be lost altogether. 
Other can become “fixed” in an updated wild type, as most 
would say, “randomly.” 

“Mutational drift,” on the other hand,” describes the result 
of accumulating spontaneous mutations within the genome of 
the same individual cell line. Both random and nonrandom 
mutations can be spontaneous. Nonrandom spontaneous 
mutations are the result of purely physicodynamic forces, 
laws and constraints. They are not directed toward bio-
functionality or usefulness to that organism. In extremely 
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• “A kinetic energy potential cannot be generated by
Maxwell’s Demon from an ideal gas equilibrium without
purposeful choices of when to open and close the
partition’s trap door between compartments.”

• If we can falsify this null hypothesis with an observable
naturalistic mechanism, we have moved a long way
towards modeling the spontaneous molecular evolution
of life. Falsification is essential to discount teleology.
But life requires a particular version of “far from
equilibrium” that explains formal organization, not just
physicodynamic self-ordering as seen in Prigogine’s
dissipative structures. Life is controlled and regulated, not
just constrained. Life obeys arbitrary rules of behavior, not 
just invariant physical laws. To explain life’s origin and
regulation naturalistically, we must first explain the more
fundamental question, “How can hotter, faster moving,
ideal gas molecules be dichotomized from cooler, slower
moving, ideal gas molecules without the Demon’s Choice
Causation operating and closing the trap door?”

Since 2012, this null hypothesis has never been falsified
in the literature. The latest genomic and molecular biological 
research repeatedly attests to the need for Maxwell’s 
Demon’s choices to orchestrate genomics. “Sustained 
Functional Systems (SFS) operating far from equilibrium 
exist only through the agency of Maxwell’s demon.” [50]. 
Unless we want to exclude the science of biology from the 
natural sciences, the survival of metaphysical naturalism as 
the starting axiom of science will require the falsification of 

rare cases, a truly spontaneous mutation, whether random 
or nonrandom, can result in a trivial genomically beneficial 
phenotypic trait. But this occurs without intent, by accident. 
They are extremely rare. These same spontaneous mutations 
are often accompanied by deleterious effects worse than the 
trivial benefit. Often the supposed benefits used as examples 
of beneficial spontaneous mutations are very contrived. A 
classic example is claiming that the sickle cell point mutation 
is beneficial. The erythrocytes of patients with the sickle cell 
anemia are so pathogenic that the malaria parasite has no 
ability to invade them. Any sickle cell anemia patient would 
gladly exchange their horrible hypoxic aches from lactic acid 
build-up and shortened lifespan for having to take the same 
anti-malarials that everyone else has to take. This spontaneous 
point mutation is not “beneficial” as claimed. The supposed 
benefit is extremely contrived. 

Many of the claimed beneficial spontaneous mutations 
are in fact prescribed polymorphisms called up into upper 
memory from pre-programmed modules waiting for rapid 
response to extreme environmental challenges [37]. 

Many supposedly “neutral” spontaneous mutations are 
only neutral in the context of one superimposed “language.” 
Down the line, for example, we may find that a supposedly 
neutral spontaneous mutation in triplet codon language 
was not so neutral in the superimposed sextet translational 
pausing code language [40]. This could lead to serious 
protein misfoldings, the subtle effects that may take decades 
to recognize. What was thought to be a neutral mutation may 
not be.

Prescriptive Information (PI) provides 
efficacious executable commands

Prescriptive Information cannot be quantified by mere 
Shannon Uncertainty measures. It is not just a phase space 
of thermodynamic possibilities. Statistics are descriptive 
only. Prescription is causative of real efficacious effects 
[41-43]. Choice Causation is real [44]. There is more to 
reality than Chance and Necessity, as proven by subcellular 
and supracellular life. Insisting on Chance OR Necessity 
is a false dichotomy [45]. A third fundamental category of 
reality exists [10]. Choice Causation exists in addition to 
Physicodynamic Causation [14,46-51]. This is known as the 
Universal Determinism Dichotomy (UDD) [44]. Not even the 
simplest concept of a heat engine can be explained without 
the intervention of Maxwell’s demon’s purposeful choices in 
deciding when to open and close the trap door [52].

In a 2012 book chapter entitled, “Moving ‘far from 
equilibrium’ in a prebiotic environment: The role of 
Maxwell’s Demon in life origin”[52], Abel posed the 
following question:

Can we falsify the following null hypothesis? 

Figure 1: Maxwell’s Demon has to purposefully choose when 
to open and close the trap door to accomplish his goal. The gas 
molecules are inert/ideal. No physicodynamic mechanism can 
explain spontaneous formal self-organization to the utilitarian end 
of creating even the simplest non-trivial heat engine equivalent. To 
create a heat differential between compartments requires purposeful 
choices. No Choice Causation—No Heat Engine. No Heat Engine—
No Life far from equilibrium. (Figure from Chapter 10, “Moving ‘far 
from equilibrium’ in a prebiotic environment: The role of Maxwell’s 
Demon in life origin.” In Genesis - In the Beginning: Precursors of 
Life, Chemical Models and Early Biological Evolution Seckbach, J 
Gordon, R., Eds. Springer: Dordrecht).
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this null hypothesis. Homeostatic metabolism must be steered 
by purposeful efficacious executable commands. These are 
clearly mediated by genomic programming, including the 
cybernetic processing/execution of that programming. 
To make matters even more formally “transcendent” to 
physicality, the RNA and protein products of that programing 
feed back to affect the programming itself, and conceptually 
complexify linear digital programming into not only a 
three-dimensional, but a multi-dimensionally-coded formal 
genome. Even the codon table is formal.

Is there any room for such “Choice Causation” in 
naturalistic science? If not, we had better be able to propose 
a purely physicodynamic mechanism for organizing potential 
energy, harnessing it, transducing it, calling it up only when 
needed, adapting it, and utilizing it without burning up 
the protocell in the process. Attempts have been made to 
reformat the Universal Determinism Dichotomy (UDD) into 
a dichotomy of physicodynamic determinism vs. evolutionary 
determinism. But evolutionary “determinism” is in actuality 
an effect, not a cause. The best programming produces 
the fittest organisms. Evolution occurs only secondary to 
alterations (algorithmic optimization) in genomic prescription. 
Differential survival of computed organisms is an effect. 
What causes the controls of genomic prescription? Certainly 
not pointless spontaneous mutations. The GS Principle and 
F > P Principle both obtain. The GS (Genetic Selection) 
Principle [41,53] states that biological selection must occur 
at the nucleotide-sequencing molecular-genetic level of 3'5' 
phosphodiester bond formation. After-the-fact differential 
survival and reproduction of already-living phenotypic 
organisms (ordinary natural selection) does not explain 
polynucleotide prescription and coding. All life depends 
upon literal genetic algorithms. “Fittest” means “optimized 
programming.” Even epigenetic and three-dimensional 
"genomic" factors such as coiling around histone proteins, 
regulation by long noncoding RNAs (lncRNAs), DNA 
methylations, histone acetylations and transcription factor 
protein regulation are ultimately instructed and prescribed 
by prior linear digital DNA programming. Biological control 
requires selection of particular configurable switch-settings 
and their integrated circuits to achieve potential function. 
Only controls make orchestrated biofunction possible, not 
mere constraints [54]. 

The F > P (Formalism > Physicality) Principle [49,51] states 
that “Formalism not only describes, but preceded, prescribed, 
organized, and continues to govern and predict Physicality.” 
The F > P Principle is an axiom that defines the ontological 
primacy of formalism in a presumed objective reality that 
transcends both human epistemology, our sensation of 
physicality, and physicality itself. The F > P Principle works 
hand in hand with the Law of Physicodynamic Incompleteness, 
which states that physicochemical interactions are inadequate 
to explain the mathematical and formal nature of physical-law 

relationships. Physicodynamics cannot explain formalisms 
such as quantum entanglement, teleportation and metrology. 
Physicodynamics cannot generate formal processes and 
procedures leading to nontrivial function[43,55]. Chance, 
necessity and mere constraints cannot steer, program or 
optimize algorithmic/computational success to provide 
desired nontrivial utility. Finally, physicality alone cannot 
explain life. The F > P Principle denies the notion of unity 
of Prescriptive Information (PI) with mass/energy. The F 
> P Principle distinguishes instantiation of formal choices
into physicality from physicality itself. The arbitrary (not
random, but free of physicodynamic determinism) setting
of configurable switches and the selection of symbols in
any Material Symbol System [19,56] is physicodynamically
indeterminate—decoupled from physicochemical
determinism. The above general scientific principles govern
both code origin and efficacious genomic alterations leading
to adaptation. Genomic alterations are either pointless
spontaneous mutations or prescribed polymorphisms [37]. If
they are directed polymorphisms, they are programmed by
Choice Causation. They are purposefully steered with active
selections at bona fide decision nodes. Even the feedback
of such factors such as regulatory lncRNAs [57-62] and
transcription factor proteins’ effect on DNA activation [63-67]
are themselves ultimately prescribed by DNA formal coding.
Even DNA methylations [68-71] and histone acetylations
[72-75] are controlled by prior linear digital DNA coding.
The multi-dimensional Genome is prescribed in part by
linear digital formal coding of translational pausing [76],
operons (activators, promotors and operators primarily in
prokaryotes) [77-79], RNAs (e.g., lncRNAs) [80-83], widely
dispersed enhancers [84-87], intrinsic disordered proteins
(IDPs)[88,89,90, histone {Li, 2025 #20113,91-93] and
chaperone proteins [94-98] correlated with prescriptive DNA
nucleotide sequencing. All of this impressive functionality is
formal, not merely physicodynamic. There is only one reason
pointless spontaneous mutations are accredited with being
regularly beneficial—they are confused with prescribed
polymorphisms. These polymorphisms are programmed by
the very thing that we claim gets mutated. What is it that
directs polymorphisms so effectively toward efficacious RNA
alternative splicing, micro and mini satellites, regulatory
lncRNAs, operons, enhancers, altered tandem repeat
units and the number of those units that cause immediate
adaptations [99-103]. The changing nature of tandem repeat
units and their number, for example, is no accident. While
some represent pointless and deleterious mutations, others are 
clearly prescribed polymorphisms aimed at rapid adaptation
to environmental challenges [99,104-107]. Each of these
genomic phenomena, including crossing over, is no accident.
The exchange of genetic material is intended to improve
rubustness.

Engineering uses physicality; but physicality 
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cannot generate engineering
Life itself originates from the far side of The Cybernetic 

Cut [42,43]. The Cybernetic Cut is an infinitely deep 
ravine that dichotomizes Physicodynamic Causation from 
Formalistic Choice Causation [43,55]. As a major corollary, 
physicodynamics cannot explain or generate life. Life is 
fundamentally formal. It is programmed, computational and 
invariably cybernetic. Configurable switch settings and the 
syntax of physical symbol vehicles in a material Symbol 
System (MSS) is how The Cybernetic Cut is traversed [42,55]. 
A one-way narrow bridge across the great ravine called “The 
Configurable Switch Bridge” makes possible the instantiation 
of formal choices into physicality. The Configurable Switch 
Bridge and Material Symbol Systems (MSSs) are the key to 
all design and engineering functions controlling physicality. 
Configurable switches and physical symbol vehicles are 
physical. But their setting and symbol selections are purely 
formal. Naturalistic abiogenesis models invariably violate 
the fundamental principle of The Cybernetic Cut [42,43,55]. 
Physicodynamics lies on the near side of this infinitely 
deep ravine known as The Cybernetic Cut. Formalisms like 
mathematics, logic theory, true organization (not Prigogine’s 
self-ordering), orchestration and language arise only on the 
far side of this ravine where Choice Causation originates 
[42,43,55]. Formalisms’ entry into the near physicodynamics 
side of the ravine requires traversing the narrow one-way 
Configurable Switch Bridge from the far side to the near 
physicodynamic side [42,43,55]. 

Physical configurable switches are “dynamically inert.” 
But the setting of these switches is altogether formal. For 
example, the light switch on your wall is never turned off by 
the force of gravity. It is only turned off by Choice Causation. 
Alternatively, Material Symbol Systems (MSS) [19,20] using 
representational physical symbol vehicles can also be used to 
introduce formal controls into physicality from the far side of 
The Cybernetic Cut. Genomics prescribes the computations 
of homeostatic metabolism far from equilibrium. These 
computations don’t just happen spontaneously. This is 
why our interest in nonrandom mutations is so quickened. 
Biologists want to elucidate the cause of the effect that 
we call “adaptation.” We have always known, at least 
subconsciously, that random mutations could not have 
collectively programmed such sophisticated “halting” 
computations. Thus, we must first address the source of the 
genomic programming and highly efficacious configurable 
switch-settings that pre-existed alteration. Pointless 
mutations could not have been initial programming’s source. 
They could not have chosen such sophisticated symbol and 
syntax active selections according to rules rather than laws. 
Mutations only modify programming, not create it. What 
caused the instantiation into physicality of formal Prescriptive 
Information (PI) [3-5] in the first place? Without it, there is 
nothing of value to mutate.

The orchestration of life makes use of physical factors 
such as Gibbs free energy in aminoacylation and protein 
folding [108]. But these physical factors are not what does 
the orchestrating. They are just used, the way an engineer 
uses steel and concrete to design and engineer a materialized 
suspension bridge. The idea of a suspension bridge is pure, 
abstract, formal concept. 

Prescription of function is far more conceptually complex 
than just recorded amino acid sequencing. 70% of proteins in 
the Protein Data Bank (PDB) contain unspecified regions with 
missing electron densities (IDPs/IDRs). X-ray crystallography 
represents averaged pictures of this conformational flexibility 
[109,110]. This is caused mostly by thermal fluctuations. But 
not even this “intrinsic disorder of proteins” (IDPs) explains 
their specific functionality. Such physical variability itself 
does not define the pointed controls of biofunction. The 
flexibility is just used by formal control mechanisms in the 
pursuit of homeostatic metabolism far from equilibrium. This 
control comes from the Prescriptive Informational commands 
of the genome. This is what mutates, whether pointlessly, or 
by prescribed polymorphisms intended to hasten adaptation. 
Eukaryotic proteomes have a higher fraction of intrinsic 
disorder than prokaryotic proteomes. So, there are at least 
two very different categories of proteins: polyamino acid 
sequences that fold naturally into pre-prescribed domains 
vs. sequences that yield IDPs/IDRS. The final models lack 
residue definition [111,112]. Unspecified regions account for 
considerable conformational flexibility. But programming and 
reprogramming need such contingency to allow choices from 
among real options, especially for adaptation. This is what 
programming means. IDPs/IDRs are programmed to have 
specific functions of regulation, recognition, and signaling. 
“Disordered” rather than “ordered” is good for flexibility of 
genomic control. Well-developed regulation networks exist 
in multicellular eukaryotes, especially, that employ IDPs/
IDRs flexibility to perform impressive regulatory functions.

Material Symbol Systems are formal even 
though they use physical symbol vehicles

Life is prescribed with executable commands that employ 
physical symbol vehicles in Material Symbol Systems (MSSs) 
[19,20]. Instructions use representational symbols that have 
meaning beyond their mere physicality. Formal linguistic 
rules must be shared and voluntarily obeyed by source 
and recipient across a Shannon channel. The fixed laws of 
physicodynamics have nothing to do with meaning. Life is 
semiotic, cybernetic and computational. Signs, symbols and 
syntax must be actively selected in any form of semiosis [113-
115]. Every time a nucleoside is actively selected to add to a 
polynucleotide string, a choice must be made from among 
four options. Each choice at each decision node must be made 
prior to any phenotypic benefit that the environment could 
favor. The fact that the symbol vehicles are physical does 
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not change the fact that their representations in the codon 
table and transitional pausing table are formal rather than 
physicodynamic. The source of biological codes, especially 
when superimposed and multidimensional, presents a whole 
new can of worms for naturalistic attempts to explain life 
[116-120]. Most of the abiogenesis papers of the last four 
decades have focused solely on physicodynamic aspects 
with hardly any mention of the obvious formal controls of 
virtually all of life’s processes. No published naturalistic 
model thus far generates the needed steering and controls 
that define life. Many of the problems encountered in life-
origin science are summarized in two books [13,14] and in 
very recent papers [9,15,16,37,38,46,47] The futility of most 
abiogeneic models stems from failure to acknowledge that 
life itself could only have originated from the far side of The 
Cybernetic Cut [42,43].

Symbolization in biosemiosis requires active 
selection of those symbols

Barbieri’s enumeration of multiple biological codes 
[121,122] has long-since been substantiated [3,115,117-
120,123-146]. Symbolization is not possible without active 
selection of those symbols from among real symbol options. 
Similarly, syntax must be actively selected—not only the 
initial active selection of each nucleoside, but each codon, the 
sequencing of codons and the active selection of syntactical 
meaning according to rules, not laws. Each tandem repeat 
unit sequence and number of unit repeats has meaning and 
effect. Each kind of polymorphism, each transcription factor 
and its specific binding site, each RNA alternate splicing, 
methylation site, acetylation site in histones, phosphorylation, 
transposition of coding sequences, micro and minisatellite 
matter functionally. They are not purposeless and random. 
Their effects cannot be reduced to mere physicochemical 
Necessity, either. All of these functions result from formal 
representations of executable commands. The executable 
commands are messaged. They are semiotic. Semiosis is 
formal, even though it may use physical symbol vehicles 
in Material symbol systems (MSSs). Electromagnetism 
doesn’t issue executable commands or make programming 
choices. Gravity doesn’t steer events toward the goal of 
usefulness. Neither the strong nor the weak nuclear force can  
program. Quantum entanglement, irreversible nonequilibrium 
thermodynamics and mere probabilism are not specifically 
determinative of biofunction.

What about Central Dogma Doubts
Much conjecture has arisen over the seeming reverse 

flow of Prescriptive Information (PI) in opposition to 
the Central Dogma from various alternate splicing RNA 
controls, satellites, transcription factors, epigenetic switches, 
transpositions, tandem repeat (TR) polymorphisms, 

methylations, acetylations, phosphorylations, etc. But 
eventually all these “reverse flows of PI” will be proven to 
be directed from a central programming source that involves 
the call-up of reserve programming modules in response to 
environmental challenges. Ultimately, the Central Dogma is 
not as compromised as supposed. Unfortunately, many are 
confusing spontaneous "non-random mutations" with being 
"directed" ones. Non-random can be physicodynamically 
caused with no formal/conceptual/functional/prescriptive 
component at all. 

Wong et al advocate replacing “prebiotic chemistry” 
with “protobiotic process” [147] Their point is that not 
all chemistry that happens before life on a planet must be 
directly or causally related to life's onset. When abiogenist 
authors wish to highlight certain processes that they assume 
to be relevant, they frequently subconsciously incorporate 
teleological factors without realizing it. Examples include 
explanatory phrases such as “in order to . . .” and “so that . . .” 
But we should also ask what a prebiotic environment knows 
of “processes”? “Process” presupposes a lot of teleological 
aspects within its own conception. Processes normally 
lead somewhere useful. They presumably accomplish 
some needed goal for which the process was undertaken. 
Unless the term is misused, it is formal. It is often misued 
in weather forecasting, thermodynamics and chaos theory. 
Unsteered physicodynamic sequences of events are not 
true processes. Can an inanimate environment undertake a 
useful process? How and why would “a useful process” be 
undertaken by Chance and Necessity? Neither is capable of 
launching such a quest. Our starting axiom of naturalistic 
science must be bogus. Physicodynamics is not sufficient. 
Clearly abundant empirical evidence exists in reality of 
all sorts of subcellular and supracellular formal processes. 
Demetrius points out that the origin of cellular life can be 
described in terms of the transition from inorganic matter to 
the emergence of cooperative assemblies of organic matter 
[148]. He emphasized the essential element of Directionality 
in life origin process. Missing from virtually all abiogenic 
papers, irreversible nonequilibrium thermodynamic ones in 
particular, is any answer to the question, “What exactly steered 
that directionality toward the goal of becoming alive, staying 
alive, and propagating offspring?”. Phenotypes don’t just 
happen. They are programmed and processed computations. 
If the programming improves, the phenotypes improve. But 
what optimizes the programming? More importantly, what 
generated any programming in the first place? Even when 
organisms already exist, evolution still doesn’t program. 
Programming requires active selections at bona fide decision 
nodes. These decision-node choices have to be made prior 
to computational halting—prior to any phenotypic existence 
or benefit. Only those organisms with the most optimized 
programming secondarily survive better.
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The only acceptable answer to the question, 
“Mutations of WHAT?”

The answer to our primary question is that “Already-
recorded efficacious choice-based executable programming 
commands in the wild type genome are being altered.” 
Based on universal empirical experience and reason, 
those commands could not plausibly [149-151] have been 
prescribed by nothing but spontaneous purposeless mutations 
[9,15,16,37,39]. The Universal Plausibility Metric and 
Principle come into play [149-151]. We must be more careful 
to start dichotomizing spontaneous pointless mutations 
from “prescribed polymorphisms (PPs)” [37].” PPs are 
programmed. Pointless mutations are not. Spontaneous 
“Mutational Drift” (different from “Genetic Drift”) only 
accumulates nonefficacious randomness into that cell-line’s 
genome. Rapidly adaptive polymorphisms, on the other hand, 
are prescribed by cybernetic modules held in reserve and 
called up into upper memory upon environmental challenge 
[15,16,37]. They are anything but pointless mutations. They 
are fully directed—dare we admit it—purposeful. They 
account for far more rapid adaptation than could ever be 
accredited to evolution. These programming modules are 
ready and waiting to respond as needed.

The essence of genomes is the multi-dimensional 
DNAome of switched on and off “efficacious executable 
commands.” The first of these many dimensions is 
almost always overlooked (fanatically “metaphysically/
philosophically denied” might be a better term). It is the 
dimension of Choice Causation rather than Psychodynamic 
Causation. The Universal Determinism Dichotomy (UDD) 
must be acknowledged [10,44,152]. 

The next dimension is the choice of the specific nucleoside 
next to be polymerized in the linear digital string of nucleic 
acid. The next dimension after that is the syntax of individual 
quaternary choices. Next is the dimension of language and 
formal coding tables of rules, not laws, used to interpret 
the meaning across a Shannon channel of the syntactical 
sequencing of physical symbol vehicles. Next is the tertiary 
structure of folding prescribed by multiple causative factors 
including amino acid sequencing, the sextet translational 
pausing code superimposed on the triplet coding[40], 
followed by chaperone and foldamer directing of folding. 
Then there are the operons, widely dispersed enhancers. Still 
more dimensions are added with factors such as “intrinsic 
disorder of proteins (IDPs) that cannot be enumerated even 
with crystallography. Only averaged data of specifically 
prescribed controls can be identified. But the particular shape 
that goes into this average is specifically causative [153-155]. 
Next is the extensive role of purposeful alternate splicing 
of multiple forms of RNA, the lncRNAs especially. Then 
there are the transcription factors, the specific controlling 
sites of DNA methylations [156-161]. Then there are the 

three-dimensional coiling factors around the histone proteins 
regulated by acetylation choices [162-164]. The list of 
nonphysical formal controls instantiated into physicality 
goes on and on. These formal controls, not constraints, are 
the essence of life. Life is programmed computation [16].

Biosemiotics in particular compounds the problem of 
life origin. These already-existing executable commands are 
instantiated into physicality using physical symbol vehicles 
in a Material Symbol System (MSS) [19,122]. Physical 
objects are being used to semiotically represent meaning and 
instructions for how to do something useful. These initial 
abiogenic instructions would have been useless from day 
one if some equivalent of a Turing machine had not also 
been caused at the same place and time as the symbolically 
recorded executable commands in the Turing tape. The 
most basic cybernetic programming consists of a purposeful 
choice between a “zero” and a “one.” Will the formal logic 
gate be set to “Open” or set to “Closed”? Disallow that 
choice because of purely metaphysical prejudice, and no 
form of programming is logically possible. Yet all known life 
is programmed and cybernetically processed. No example 
of nontrivial programming or its execution independent of 
purposeful choice causation has ever been observed. 

Mere complexity is not conceptual complexity. 
Conceptual complexity is required to generate sophisticated 
functions. Conceptual complexity is formal, not merely 
physico-chemical. Fixed laws do the same thing the same 
way every time with very little statistical variation. Laws and 
constraints cannot actively select for formal function from 
among the contingent options that laws severely limit. 

Normally we just presuppose the existence of the PI that 
mutates. We are not supposed to ask the perfectly legitimate 
scientific question of, “What naturalistic mechanism generated 
this PI?” We know full well what thin ice that would be to 
walk on for our careers. So, what we hear is, “You’re asking 
the wrong question.” No, we’re not! We are asking THE 
question that should have been better pursued by science 150 
years ago. We subconsciously, if not consciously, sense it is 
a serious threat to our lifelong cherished purely metaphysical 
worldview. We have defined this religious belief into our very 
definition of science. Thomas Kuhn called it a “paradigm 
rut” [165]. It has rapidly become progressively more of 
an embarrassment as a result of genomic and molecular 
biological advances in particular. Even before that, Nobel 
laureates were troubled by “the unreasonable effectiveness 
of mathematics in the natural sciences” [166,167]. There is 
nothing physical about mathematics, life’s programming and 
computations, or the scientific method itself. Blind belief in 
physicalism has no place in science, the science of biology, 
especially. The prior programming that is being altered by 
mutations is abstract, conceptual, controlling (not merely 
constraining), nonphysical, formal, Prescriptive Information 
(instructions and commands). The most pressing questions 
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relating to mutagenesis and its capabilities must be preceded 
by questions relating to the origin of what is being mutated. 

Before we can discuss the cause of efficacious 
nonrandom mutations, we must first ask what caused 
the efficacious commands in the first place, prior to any 
mutation. No empirical or logical basis exists for believing 
that pointless spontaneous mutations generated the initial 
efficacious commands. Halting programing would have had 
to previously exist for polymorphisms to optimize. Neither 
Chance nor Necessity could have programmed the initial 
Prescriptive Information. Neither Chance nor Necessity 
could improve that prior programming except trivially and 
extremely infrequently. The initial halting computational 
commands of the wild type could only have been generated 
by efficacious Choice Causation. That Choice Causation 
is what is mutating. If that PI is mutating for the better, 
those mutations are almost certainly programmed by 
intended efficacious polymorphisms known as Prescribed 
Polymorphic Adaptation (PPA) [37]. Pointless mutations, 
even when nonrandom from physicodynamic causation, 
will almost always be found to be deleterious. Many may 
seem to be neutral initially. Superimposed coding languages 
may not become initially apparent. Mutations thought to be 
neutral in one superimposed language may not be neutral 
in others (e.g. translational pausing code superimposed on 
codon coding) [5,40] . The organism is likely to suffer down 
the road from many supposedly “neutral” mutations. Those 
purposeless mutations will have unforeseen deleterious 
effects not yet appreciated in other multidimensional 
semiotic codes and languages.

Failure to differentiate pointless spontaneous mutations 
from prescribed polymorphisms results in a grossly 
inflated attribution of functionality to pointless mutations. 
“Mutational drift” only worsens the cell line’s genomic 
random deterioration. A much higher beneficial rate is 
accredited to spontaneous purposeless mutations than they 
deserve. Simultaneously, appreciation of the importance 
of prescribed and programmed polymorphic adaptation 
is diminished. We blind ourselves, often for purely 
metaphysical reasons, to the fact of programming modules 
being called-up into upper memory when needed that 
direct polymorphisms toward rapid adaptation. But even 
before discussion of mutation begins, the most fundamental 
question of biological research is, “How were prior halting 
programmed computations written in an inanimate, prebiotic 
environment?” Mutations do not write programming. 
Mutations alter programming, almost invariably for the 
worse. Until we stop sweeping the question under the rug 
of programming origin, we are not going to progress very 
far with abiogenesis science, molecular evolution theory, or 
elucidation of the organism’s rapid adaptation capability.
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