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Abstract
Background: Although several models exist to predict risk of febrile 
neutropenia in cancer patients, there is still need to more accurately 
quantify this risk to minimize morbidity of and mortality from this 
treatment toxicity. 

Material and methods: From previous reports of our group, un updated 
predictive model had emerged. We refined our algorithm even further by 
using Balanced Bagging Classifier (BBC) machine learning in the previous 
model derivation cohort, discarding all the missing data. Moreover, we 
made a web application to make it accessible for experimental clinical use. 

Results: We used clinical data from 3439 cycles of chemotherapy obtained 
from the periods of 2010- 2011 and 2015-2019, with 133 episodes of febrile 
neutropenia observed (after 4% of chemotherapy cycles). BBC resulted in 
a more efficient model as reflected by an area under curve (AUC) of 0.97, 
accuracy of 0.95, sensitivity of 0.93, and specificity of 0.95. Permutation 
importance analysis revealed previous febrile neutropenia, cancer type 
and receipt of previous radiotherapy as the most important features for 
the BBC model. The web app that integrates the BBC model with a user-
friendly user interface has been found to be clinically useful. 

Conclusions: Using machine learning with our previous data, we 
are now able to predict the risk of febrile neutropenia more effectively 
after chemotherapy in cancer patients. The resultant web application is 
functional and makes use of the developed machine learning model to 
predict febrile neutropenia.

Keywords: Cancer; Febrile neutropenia; Machine learning; Balanced 
bagging classifier; Web application.

Introduction
Febrile neutropenia (FN) remains a critical concern in oncology, 

characterized by a fever and a significant reduction in neutrophil count, 
typically induced by chemotherapy. It poses a life-threatening risk to patients, 
requiring immediate medical intervention [1]. The accurate prediction of FN 
risk is crucial for optimizing prophylactic measures and patient management 
strategies. Traditional predictive models have leveraged clinical factors such 
as age, type of cancer, chemotherapy regimen, and baseline blood counts 
to estimate FN risk [2, 3]. In 2 previous publications from our group, we 
were able to delineate the predictors of febrile neutropenia in cancer [4, 5]. 
However, our models and also models from other groups lacked precision 
at times, mostly with low sensitivity potentially leading to mostly under-, 
or sometimes, overprediction of the risk of febrile neutropenia. Machine 
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learning (ML) approaches have increasingly been applied in 
healthcare to enhance predictive accuracy [6]. Techniques 
such as random forests, support vector machines, and neural 
networks have demonstrated success in various medical 
predictions [6-8]. A significant challenge in developing ML 
models for FN prediction lies in the imbalanced nature of 
clinical datasets, where the occurrence of FN is relatively 
rare compared to non-FN events. For example, the proportion 
of cases within the whole cohort was 1.5% and 4% in our 
previous model derivation cohorts [4, 5]. This imbalance 
can lead to models biased towards predicting the majority 
class, thereby underperforming in identifying FN cases. The 
Balanced Bagging Classifier (BBC) is an ensemble learning 
technique specifically designed to address the issue of class 
imbalance [9]. By resampling the training data, BBC aims to 
balance the class distribution, thereby improving the model's 
sensitivity and specificity for the minority class. This study 
builds on our previous work to refine an existing predictive 
model for FN by incorporating BBC, which has been shown 
to enhance the model's ability to accurately predict FN risk. 
In addition to developing a robust predictive model, we have 
aimed to test the feasibility of a web application to facilitate its 
use in clinical settings. This application potentially provides 
healthcare providers with an accessible tool to estimate FN 
risk, aiding in the decision-making process for patient care.

Methodology & Materials
General

Data had already been collected and the details of the 
cohorts had been published [4,5]. The combined derivation 
cohort from these publications were carefully examined, and 
all chemotherapy cycles with at least one feature missing 
were eliminated. So, the resultant remaining dataset included 
all cycles and cases from the combined derivation datasets 
without any missing data from the periods of 2010-2011 
and 2015-2019. The resultant dataset included demographic 
information, clinical features, and treatment details. Of these 
cycles, 133 resulted in FN, representing approximately 4% 
of the total cycles. Key variables included patient age, cancer 
type, chemotherapy regimen, prior FN episodes, previous 
radiotherapy, and other relevant clinical, treatment and 
precycle laboratory factors. The dataset was then split into 
training (75%) and test (25%) sets. The training set was used 
for model development, while the test set served to evaluate 
the model's performance. 

Model Development 
The BBC was employed to address the class imbalance 

problem. BBC is an ensemble method that constructs multiple 
base classifiers trained on balanced subsets of the data [10, 
11]. This method reduces the bias towards the majority class, 
improving the model's ability to predict FN. Refer to Figure 1 
for a demonstration of the working principles of BBC.  

Then, in order to identify the most influential features in 
the model, we used permutation importance analysis [12]. 
The permutation importance algorithm involves computing 
importance ij for feature fj, computing the score skj for each 
feature j and for each repetition k, as follows:

 

Figure 1: Balanced Bagging Classifier (BBC)

 

The model's parameters were optimized using cross-
validation, which helps prevent overfitting and ensures the 
model generalizes well to unseen data. We evaluated the 
model's performance using metrics such as the area under 
the receiver operating characteristic curve (AUC), accuracy, 
sensitivity, and specificity. The AUC provides a measure of 
the model's discriminative power, while accuracy, sensitivity, 
and specificity offer insights into its overall performance and 
its ability to correctly identify FN and non-FN cases.  As a 
part of the analysis, we searched optimal value from a grid. To 
achieve this, we found the probabilities for the class label first, 
then looked for the optimal threshold to map the probabilities 
to its proper class label. The probability of prediction can be 
obtained from a classifier by using predict_proba() method 
from the Sklearn Python library [13]. Using the optimal 
threshold, then we calculated the confusion matrix, and the 
accuracy, sensitivity and specificity figures from the sklearn. 
metrics module.

Web Application Development 
The resultant model file was saved by the help of Pickle 

Python library, and the model file and the accompanying 
files were loaded to a GitHub repository, and then was 
deployed using the Streamlit Python library [14, 15]. The 
web application enabled the entry of model predictors before 
a cycle of chemotherapy and then calculation of the risk of 
febrile neutropenia after a cycle of chemotherapy.

Results
General 

A total of 3439 chemotherapy cycles were examined. 
The most common diagnosis was breast cancer (38%), and 
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Features n % Median Mean Standard deviation

Chemotherapy cycles 3439 100      

General          

Cancer type          

Breast cancer 1315 38      

Lung cancer 890 26      

Colorectal cancer 1159 34      

Other cancers 75 2      

Stage          

1 to 3 1927        

4 1512        

Involved systems number*     0 0.8 1.1

Gender          

Female 1811 53      

Male 1628 47      

Age     55 55.1 11.4

ECOG performance status     1 0.7 0.7

Coronary disease          

No 3133 91      

Yes 306 9      

Chronic obstructive Lung disease (COLD)          

No 3252 95      

Yes 187 5      

Radiotherapy          

Did not receive before 3372 98      

Received before 67 2      

Previous chemotherapy          

No 1922 56      

Yes 1517 44      

Treatment          

Treatment as an inpatient          

No 3240 94      

Yes 199 6      

CSF usage          

No 2543 74      

Yes 896 26      

Chemotherapy dose reduction          

No 3117 91      

Yes 322 9      

Previous febrile neutropenia          

No 3211 93      

Yes 228 7      

Febrile neutropenia after chemotherapy          

No 3306 96      

Yes 133 4      

Table 1: Chemotherapy cycles and related features
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Drug number**          

1 336 10      

2 1644 48      

3 1076 31      

4 382 11      

5 1 0      

Regimen risk***          

1 938 27      

2 2157 63      

3 344 10      

Cycle no on current protocol     3 2.8 1.4

Laboratory          

LDH (IU/ml)     343 370 235

ALT (IU/ml)     18 22 20

Creatinine (mg/dl)     0.71 0.76 0.22

Lymphocyte count (x1000/mm3)     1.7 1.9 1.3

Albumin (mg/dl)     4.2 4.2 0.4

*; Number of metastic organ systems, an example: if there are 8 lung and 3 liver metastases, and no other metastases, number of metasttic 
organ systems is 2 (lung and liver), **; total number of drugs in the treatment protocol including chemotherapy, biological and targeted agents, ***; 
Baseline febrile neutropenia risk classification for the current chemotherapy protocol according to NCCN

4% of the cycles ended with febrile neutropenia. Median 
cycle number on current protocol was 3. See Table 1 for the 
characteristics of chemotherapy cycles and related features.

BBC model 
The BBC model achieved an AUC of 0.97, indicating the 

discriminative ability. The model's accuracy was 0.95, with 
a sensitivity of 0.93 and a specificity of 0.95. These results 
were related to the model's effectiveness in terms of correctly 
identifying both FN and non-FN cases, to judge its potential 
utility in clinical practice. Refer to Figure 2 for the AUC plot.

Permutation importance analysis further highlighted 
the significance of specific clinical factors. Refer to Figure 

3 for the results of the permutation importance analysis. 
Notably, patients with a history of FN were at a higher risk 
of experiencing FN during subsequent chemotherapy cycles. 
Cancer type also played a crucial role, with certain cancers 
associated with a higher risk of FN. Previous radiotherapy 
was another significant factor, that correlated with the risk of 
febrile neutropenia after chemotherapy.

Three most influential factors from the BBC model can be 
viewed in Figure 4. These features are displayed in the plot 
with reference to the magnitude of their importance scores. 
Figure 4a focuses on the effect of previous febrile neutropenia, 
4b on cancer type and 4c on radiotherapy history, in relation 
to febrile neutropenia risk.

 
Figure 2: The AUC plot
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Figure 3: Permutation importance analysis

 
Figure 4: Most influential factors on the risk of febrile neutropenia

Web application 
The web application developed as part of this study 

integrates the BBC model and provides a user- friendly 
interface for clinical use. It allows healthcare providers to 
input patient data and receive real- time predictions of FN 

risk after a specific cycle of chemotherapy. The application 
was evaluated for usability and found to be a practical tool 
in clinical settings. Web application user interfaces can be 
viewed in Figure 5. Figure 5a reflects the data entry part, and 
Figure 5b details the febrile neutropenia risk output part.
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of FN risk, with previous FN episodes, cancer type, and prior 
radiotherapy identified as the most influential factors. The 
strong association of previous FN episodes with subsequent 
risk is well-documented, suggesting that a history of FN is a 
critical marker for assessing patient vulnerability. Similarly, 
the type of cancer plays a pivotal role, with non-small cell 
lung cancer and small cell lung cancer, for example, being 
associated with higher FN risk due to the intensive nature of 
their treatment regimens. Prior radiotherapy's contribution 
to FN risk may be linked to its cumulative effect on bone 
marrow suppression, which can be exacerbated by concurrent 
chemotherapy [20-23]. 

Our study also demonstrated the practical application 
of the BBC model through the development of a web 
application, which provides a user-friendly interface for 
healthcare providers. This tool allows for real-time FN 
risk assessment, facilitating timely and informed clinical 
decisions. The importance of integrating predictive models 
into clinical workflows has been highlighted in recent studies, 
which emphasize the need for accessible and interpretable 
tools to support medical professionals [24]. The usability 
testing of our application suggests that it could be effectively 
implemented in routine clinical practice, potentially improving 
patient outcomes by enabling early intervention and tailored 
prophylaxis. The success of our model aligns with the broader 
trend in healthcare towards the adoption of machine learning 
and artificial intelligence (AI) technologies [25]. The ability 
of these technologies to process vast amounts of data and 
identify complex patterns offers unprecedented opportunities 
for personalized medicine. Recent advances in AI have shown 
promise in various domains, from diagnostic imaging to 
treatment planning, underscoring the transformative potential 
of these technologies [26]. However, our study is not without 
limitations. The exclusion of missing data, while necessary 
to maintain model integrity, may introduce bias and limit the 
generalizability of our findings. Missing data is a common 
issue in clinical datasets, and strategies such as imputation 
or the use of advanced models that can handle missingness 
should be considered in future research [27]. Additionally, 
while our model demonstrated high accuracy on the test set, 
its real-world applicability needs to be validated through 
prospective clinical trials. Such validation is crucial to ensure 
that the model's performance translates effectively into 
practical clinical settings. The promising results of this study 
suggest several avenues for future research. One potential 
direction is the incorporation of additional clinical and 
molecular markers, which could further enhance the model's 
predictive power. For instance, genetic polymorphisms 
related to drug metabolism or immune response could provide 
additional layers of information, helping to identify patients 
at the highest risk of FN [28]. Another area of interest is the 
exploration of model interpretability. As machine learning 
models become increasingly complex, ensuring that their 

Conclusion 
The implementation of the Balanced Bagging Classifier 

(BBC) in our study has yielded an accurate predictive model 
for febrile neutropenia (FN) in cancer patients undergoing 
chemotherapy. The model's notable performance metrics, 
including an AUC of 0.97, accuracy of 0.95, sensitivity of 
0.93, and specificity of 0.95, highlight its potential utility in 
clinical practice. These findings are consistent with existing 
literature that emphasizes the capability of ensemble learning 
methods in enhancing predictive accuracy, especially in the 
context of imbalanced clinical datasets. BBC, as an ensemble 
learning method, involves creating multiple versions of a 
predictor and using these to get an aggregated prediction. 
Specifically, BBC aims to address class imbalance by 
training each base classifier on balanced subsets of the data, 
which can improve the model's sensitivity to the minority 
class. This method is particularly useful when the dataset 
contains a significantly lower number of instances of one 
class compared to another, as it helps prevent the model from 
becoming biased toward the majority class [16, 17]. The high 
sensitivity and specificity observed in our model suggest that 
it is well-calibrated to distinguish between FN and non-FN 
cases. This accuracy is crucial in a clinical setting, where 
the consequences of both false positives and false negatives 
can be significant. For instance, a false positive could lead to 
unnecessary prophylactic interventions, which can be costly 
and potentially harmful due to side effects like myalgia, while 
a false negative could result in inadequate preparation for an 
FN episode, putting the patient at serious risk and may lead to 
complications [18, 19]. The permutation importance analysis 
provided valuable insights into the most significant predictors 

 

Figure 5: Web application user interface
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predictions are interpretable and transparent is essential for 
clinical acceptance and trust. 

In conclusion, our study demonstrates the efficacy of the 
Balanced Bagging Classifier in predicting febrile neutropenia 
risk in cancer patients undergoing chemotherapy. The model's 
integration into a user- friendly web application represents 
a significant step towards practical clinical implementation, 
offering a valuable tool for febrile neutropenia risk assessment 
and management. From a broader point of view, as the field 
of AI in healthcare continues to evolve, it is imperative to 
explore and address the challenges and opportunities that 
these technologies present, including our model, as we 
highlighted in this study.
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